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Designing robust trajectories by lobe dynamics in low-dimensional Hamiltonian systems
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Modern space missions with uncrewed spacecraft require robust trajectory design to connect multiple chaotic
orbits by small controls. To address this issue, we propose a control scheme to design robust trajectories by
leveraging a geometrical structure in chaotic zones, known as a lobe. Our scheme shows that appropriately
selected lobes reveal possible paths to traverse chaotic zones in a short time. The effectiveness of our method is
demonstrated through trajectory design in both the standard map and Hill’s equation.
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The Artemis program [1], including the uncrewed cargo
mission to the lunar Gateway [2], has attracted significant
attention from aerospace engineers. This mission demands
frequent transportation from the Earth to the lunar Gateway,
emphasizing the need for a method to design a robust transfer.
Additionally, many recent deep-space missions aimed at en-
hancing our knowledge of planetary science [3] have utilized
small satellites with limited fuel and maneuver capabilities. In
such modern space missions with uncrewed spacecraft, trajec-
tory design must incorporate chaotic orbits because spacecraft
are expected to traverse chaotic zones to reach the Moon
under severe thrust and transfer time conditions. To address
these issues, we propose a control scheme to design robust
trajectories by leveraging a geometrical structure in chaotic
zones, known as a lobe [4].

Conventionally, spacecraft trajectories affected by the
gravity of celestial bodies have been designed by connect-
ing paths near tori in Hamiltonian systems with adequate
controls. In the two-body problem, optimal trajectories are
formed based on Hohmann transfer—the minimum-fuel two-
impulsive transfer between coplanar circular orbits, or flyby,
which is a gravity-assist maneuver by a planet [5]. For the
restricted three-body problems, several effective techniques
have been studied, including tube dynamics, which constitutes
the transport structure of cylindrical invariant manifolds [6,7],
ballistic lunar transfers, which efficiently utilize solar forces
[8,9], and resonant gravity assist, which consists of multiple
flybys around the same planet [10].
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The primary obstacle in trajectory design is to handle
chaotic orbits. In the literature on nonlinear dynamics, the
concept of controlling chaos [11,12] focuses on stabilizing
chaotic motion through small perturbations to the system.
Conversely, harnessing chaos [13,14] attempts to exploit the
characteristics of chaotic motion, including so-called target-
ing [15], where the sensitivity to initial conditions is used to
swiftly direct the system to a desired point in state space.
The trajectory design in the Earth-Moon system has been
studied following the seminal work by Bollt and Meiss [16],
which introduced an approach to shorten a natural chaotic
transfer trajectory by leveraging recurrence and instability.
Subsequently, Schroer and Ott developed the pass targeting
method [17]. Another research direction involves trajectory
design based on Lagrangian coherent structures. This line
of research focuses on adding small controls to get over a
separatrix between different coherent structures in fluid dy-
namics [18–21]. These methods are similar to the control
techniques based on tube dynamics in spacecraft trajectory
design [6].

In this Letter, we present a control method to design robust
trajectories based on lobe dynamics, which is a finer geomet-
rical structure than tube dynamics. Although lobe dynamics
has been studied to analyze transport in dynamical systems
[22–26], it has not been used for trajectory design. We estab-
lish a framework to design robust trajectories to connect start
and goal orbits via a few chaotic orbits within selected lobes.
As a result, we notably find shorter-time transfers than those
in the previous work in the Earth-Moon system [16,17].

To design finite-time trajectories in Hamiltonian systems,
we presume knowledge regarding the equation of motion and
the instant measurements of the spacecraft’s position and
velocity. Moreover, we assume that the trajectories remain
in the same energy surface in a Hamiltonian system before
and after control. Our investigation is focused on a specific
finite-time trajectory, departing from a start orbit in an elliptic
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island and arriving at a goal orbit in another elliptic island in
a low-dimensional Hamiltonian system.

We illustrate our scheme in the standard map and Hill’s
equation. The former demonstrates a simple example for our
method, while the latter applies it to a more realistic scenario.
The standard map [27] serves as the simplest model of Hamil-
tonian systems, expressed as

pn+1 = pn + K sin θn,

θn+1 = θn + pn+1 (mod 2π ), (1)

where the Hamiltonian of the flow is given as H (p, θ, t ) =
p2/2 + K cos θ

∑∞
n=−∞ δ(t − n). We set K = 1.2 as an ex-

ample, which gives nonintegrable chaotic dynamics for many
orbits with a positive top Lyapunov exponent. Hill’s equa-
tion [28] is a nondimensional model for the Earth-Moon
planar circular restricted three-body problem, expressed as

ẍ − 2ẏ − x = − (1 − μ)(x + μ)

r1
3

− μ(x − 1 + μ)

r2
3

,

ÿ + 2ẋ − y = − (1 − μ)y

r1
3

− μy

r2
3
, (2)

where the position of a spacecraft is (x, y), r1 =√
(x + μ)2 + y2, r2 =

√
(x − 1 + μ)2 + y2, and the masses

for the Earth and Moon are given as 1 − μ and μ, respectively.
In these standard coordinates, the unit of length is the distance
between the Earth and Moon given as 3.844 × 105 (km), the
unit of mass is the sum of the masses of the Earth and Moon
as 6.046 × 1024 (kg), and the unit of time is the inverse of the
rotation rate in the system as 1.042 (h). The Jacobi integral
given by

J = x2 + y2 + 2
1 − μ

r1
+ 2

μ

r2
+ μ(1 − μ) − (ẋ2 + ẏ2)

restricts the flow to a three-dimensional subspace in the four-
dimensional state space. We set μ = 1.215 09 × 10−2 and
J = 3.16, which possesses a sufficient energy level to enable
transfers from the Earth to the Moon and indicates chaotic
dynamics.

The key concept in our control scheme is lobe dynamics
[4], which was initially conceptualized for analyzing phase
space volume transportation in Hamiltonian systems [29]. The
lobes are identified by finding two hyperbolic periodic points,
p1 and p2, within the two-dimensional state space of an area-
and orientation-preserving map F . In chaotic systems, the sta-
ble and unstable manifolds of p1 and p2 can intersect infinitely
many times if they lie in the same chaotic zone. By identi-
fying two adjacent intersection points, q0 and q1, the region
enclosed by segments of the stable and unstable manifolds
between these points constitutes a lobe [4]. A lobe sequence
is defined as a series of lobes mapped by F . Each pair of
stable/unstable manifolds may form multiple lobe sequences.
Figure 1 schematically illustrates two such sequences orig-
inating from L1 and L2, mapped by F . Because one lobe
is mapped to another by F , the trajectories starting within
the same lobe exhibit similar behavior over a finite time and
are encircled by invariant manifolds associated with unstable
periodic points. This characteristic makes lobes suitable for
robust trajectory design in our scheme. However, lobes, being
infinite in number, eventually fold intricately to become dense

FIG. 1. Lobes L1, L2, and their transport by an area- and
orientation-preserving map F . Hyperbolic periodic points, p1 and
p2, and intersection points are denoted as triangles and black dots,
respectively. The stable and unstable manifolds associated with the
periodic points are depicted by green and red lines, respectively.
Yellow and blue regions represent two different lobe sequences.

in the chaotic zone. To leverage lobe sequences for robust
trajectory design, we provide the definition of an effective lobe
sequence. Let Bε(c) be ε-ball with the center c in a lobe. The
radius rL of a lobe L is defined as the largest ε in all possible
Bε(c)’s in the lobe; rL := maxc∈L,Bε (c)⊂L ε. As the mapping
iterates, lobes are typically stretching out with a positive Lya-
punov exponent, and the sequence of the radii of the lobes
asymptotically converges to 0. Therefore, an effective lobe
sequence is defined as a lobe sequence composed of a finite
number of the lobes whose radius is larger than a minimum
lobe radius r∗. For practical computations, the radius rL is
estimated as the Hausdorff semidistance between the lobe’s
center of gravity and its boundary. This radius indicates allow-
able observational/operational error bounds during a transfer.

Figure 2 outlines our control scheme, which establishes
a start point on the start orbit Os and a goal point on the
goal orbit Og to construct the desired orbit-to-orbit transfer
with the smallest total control cost. The definition of control
costs depends on application. Given a trajectory connecting
Os, effective lobe sequences Si (i = 1, 2, . . . , N − 1), and Og

FIG. 2. Schematic view of our control. The start point, goal
point, and centers of gravity of the lobes are denoted as a triangle,
a star, and black dots, respectively. Finitely long effective lobe se-
quences Si (i = 1, 2) are used for the transfer. In this example, three
controlled jumps outside the Poincaré section are required to connect
two orbits in different elliptic islands. The numbers indicate the order
of the transfer. The total control cost D = ∑N

k=1 dk (N = 3 here) is
minimized.
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by external controls, this trajectory becomes a robust transfer
bounded by the segments of stable and unstable manifolds.
In our scheme, this designed trajectory first jumps from a
start point on Os to a point on S1 at a control cost d1. The
trajectory remains within S1 without control before the next
jump to S2 at a cost d2. Controlled jumps from Si to Si+1 are
repeated until the trajectory reaches Og by the N th jump at
a cost dN . These controlled jumps between lobe sequences
help overcome the partial barriers formed by the boundaries
of resonances [30,31] or cantori [32]. Although the trajectory
may remain within the same lobe sequence for an extended
period without control, it is necessary to jump to another
effective lobe sequence within a finite time for maintaining
system controllability, because the radius of a lobe eventually
converges to zero. Thus, a small number of the selected lobe
sequences contribute to short-time transfers. The control costs
{dk} are determined under the following constraints:

(1) The trajectory moves to the center of gravity of an
effective lobe with rL > r∗ or a goal point on Og by control.

(2) The cost of each jump dk satisfies 0 < dk < d∗.
(3) The trajectory remains within an effective lobe se-

quence for at least one step.
(4) Minimize the total cost D = ∑N

k=1 dk .
The maximum control cost d∗ represents the maximum

thrust of the engines at one step. Before optimization, we
predetermine potential start points on Os, potential goal points
on Og, and the constraint parameters r∗ and d∗. To select
effective lobe sequences, we first select candidates for the
first effective lobe sequence S1 that can be reached from the
potential start points on Os by a controlled jump with d1 < d∗.
Similarly, we then explore candidates for S2 reachable from
S1. This procedure concludes with finding candidates for the
final effective lobe sequence accessible to the goal points on
Og by a controlled jump with dN < d∗. For any pair of Os

and Og in different elliptic islands, if there exists a chaotic
zone between them, we can find lobe sequences by using
a sufficiently small r∗ and sufficiently large d∗ given that a
lobe sequence can approach any elliptic islands in the long
run. The optimization is performed for finite combinations of
jumps among the start points, a few effective lobe sequences,
and the goal points. A larger r∗ and smaller d∗ contribute
to reducing the computational cost for the optimization. A
detailed explanation of this optimization is presented in the
Supplemental Material [33].

We first apply our control scheme to the standard map,
given by the stroboscopic map of the kicked rotator. Starting
with (pn, θn) on the Poincaré section at time t = n, the mo-
mentum changes to pn + K sin θn, and then is adjusted to pn +
K sin θn + �pn by a control at time t = n + ηn (0 < ηn < 1).
The position θn is integrated with the modified momentum af-
ter t = n + ηn. Upon returning to the Poincaré section at time
t = n + 1, the controlled jump to (p′

n+1, θ
′
n+1) is established as

p′
n+1 = pn + K sin θn + �pn = pn+1 + �pn,

θ ′
n+1 = θn + pn+1 + (1 − ηn)�pn

= θn+1 + (1 − ηn)�pn. (3)

Because the combinations of (pn, θn) and (p′
n+1, θ

′
n+1) are

given in the optimization process, we can compute the control
parameters �pn and ηn from Eq. (3). Within this control

FIG. 3. Optimal trajectory for the standard map with K = 1.2,
with a total cost D = 2.1333 and transfer time �n = 23, where r∗ =
0.02 and d∗ = 0.64: Controlled time series of pn (solid line) and θn

(dashed line) (top), and state space of the standard map (bottom) are
depicted. Gaps on the top panel indicate controlled jumps. Different
effective lobe sequences are colored differently. The start point, goal
point, and centers of gravity of the adopted lobes are denoted as a
triangle, a star, and dots, respectively. The numbers in the bottom
panel represent the order of transfer, similar to those in Fig. 2.

framework, each control cost is quantified as dn = |�pn|, sub-
ject to |θ ′

n+1 − θn+1| < |p′
n+1 − pn+1| < d∗. In this example,

the start and goal orbits, Os and Og, are selected as periodic
orbits with periods 8 and 5, respectively. All points on each
periodic orbit are regarded as potential start/goal points. The
minimum lobe radius and maximum jump cost are given as
r∗ = 0.02 and d∗ = 0.64, respectively. To designate interme-
diate waypoints, we select 12 effective lobe sequences with up
to 9 step lengths. Thus, our scheme finds the optimal trajectory
with a total cost D = 2.1333 and transfer time �n = 23,
including the coasting time within lobe sequences without
controls, as illustrated in Fig. 3. As a result, our optimal trajec-
tory achieves a short-time transfer. The total cost is larger than
the minimum cost of a direct jump from a start point to a goal
point (d1 = 0.9673), due to the necessity of multiple jumps
under the constraint dk < d∗ = 0.64. The colored regions
in the lower panel represent the selected 12 effective lobe
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sequences, from which six effective lobe sequences S1, . . . , S6

are adopted, corresponding to colored lines in the upper panel.
The gaps in the upper panel signify the controlled jumps.

Similarly, we implement our control scheme for Hill’s
equation with J = 3.16 by utilizing the Poincaré section at
perigee passage. The control cost dk is set as the magnitude
of impulsive velocity change at a control point outside the
Poincaré section. The controlled jumps in this optimization
only change the velocity direction so that the Jacobi integral
remains the same. We facilitate a robust transfer originat-
ing from one of the periapses of the 7 : 2 neutrally stable
resonant orbit and leading to the section at y = 0 and ẏ >

0 within the Moon realm, by focusing on eight effective
lobe sequences. The constraint parameters are set as r∗ =
0.002 and d∗ = 0.097 60 [100 (m/s)]. The derived optimal
trajectory is illustrated in Fig. 4, and is characterized by a
total cost D = 0.1511 [154.7849 (m/s)] and transfer time
�t = 37.5827 [163.2018 (days)], including the coasting time
on lobe sequences without control and continuous trajectory
outside the Poincaré section until y = 0 (ẏ > 0) around the
Moon. The lower panel of Fig. 4 shows the Poincaré section at
perigee passage. This Poincaré section is rendered in action
Gd –angle gd coordinates by translating the spacecraft’s state
at a perigee into the canonical variables known as Delaunay
elements. An increase in Gd at perigees typically indicates a
larger distance between the Earth and spacecraft compared to
previous positions. A detailed explanation is given in the Sup-
plemental Material [33]. The region enclosed by the dashed
line in the lower panel of Fig. 4 signifies the stable man-
ifold of the Lyapunov orbit, acting as the sole control-free
path from the Earth realm to the Moon realm, which cor-
responds to the goal orbit Og in our scheme. The colored
regions in the lower panel represent the eight selected effective
lobe sequences, from which two effective lobe sequences S1

and S2 are adopted, corresponding to colored lines in the
upper panel. The transfer time of our optimal trajectory is
much shorter than that of the Bollt and Meiss trajectory [748
(days)] [16] and that of the Schroer and Ott trajectory [293
(days)] [17], despite our trajectory starting farther away from
the Moon. According to Ref. [2], the cargo transport to the
Moon may have a total cost of 0–400 (m/s) and transfer
time of several days to 1 year, suggesting that our result of
D = 154.7849 (m/s) and �t = 163.2018 (days) is practically
useful for the preliminary trajectory design in the Earth-Moon
system.

In summary, we propose a control scheme to design ro-
bust trajectories utilizing effective lobe sequences, making the
trajectories insensitive to external perturbations. Our scheme
reveals that the effective lobes can indicate possible paths to
traverse chaotic zones in a short time, with small controls, and
with limited fuel. The examples with the standard map and
Hill’s equation demonstrate that our control scheme can con-
struct trajectories with a short transfer time by leveraging lobe
dynamics. In Hamiltonian systems with three or more degrees
of freedom, tori may not impede dynamics, which allows the
trajectories to migrate from the inside of a torus to the outside.
On the other hand, the literature of Refs. [34,35] suggests that
stable/unstable manifolds associated with normally hyper-
bolic invariant manifolds may form lobes in high-dimensional
Hamiltonian systems. Thus, the control based on lobes in

FIG. 4. Optimal trajectory for the Hill’s equation with J =
3.16, with a total cost D = 0.1511 [154.7849 (m/s)] and transfer
time �t = 37.5827 [163.2018 (days)], where r∗ = 0.002 and d∗ =
0.097 60 [100 (m/s)]: Controlled trajectory in the position space
(top) and Poincaré section at perigee passage (bottom) are depicted.
A dash-dotted line denotes the controlled transition between effective
lobe sequences, and solid lines represent the other part of the transfer.
Blue and yellow dots indicate the Earth and Moon, respectively. The
region surrounded by a dashed line in the Poincaré section is the gate
to the Moon realm. Other notations are the same as those in Fig. 3.

high-dimensional Hamiltonian systems remains as a challeng-
ing future work.
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